UPPSALA

UNIVERSITET L1 Ju

Is logit adjustment a free lunch ~
: c
for heterogeneous federated learning? =/

CNCE

HE €-SCIENCE COLLABORATION

Prashant Singh  Andreas Hellander

Department of Information Technology, Uppsala University

Motivations

» Federated learning (FL) is a collaborative machine learning technique
without the need of sharing private data of participants [1].

 When data distribution across participants are different,
performance of federated models deteriorate.

= By applying logit adjustment (LA) [2] to local training, it is reported
to improve the performance [3].

The standard federated formulation is asymptomatically equivalent to
the centralised counterpart. However, the behaviour of locally logit
adjustment federated learning is understudied:

« Under what conditions does it recover the Bayes classifier

A

) = arg oy max Pr(Y =y | x)?
 Why does it alleviate the heterogeneity problem, and at what cost?
» When should (not) we use logit adjusted FL?

But what is logit adjustment?

let X ¢ RPandY € {0,1,---,C} denote data and labels. We are
interested in the classifier j = arg, ;o max Pr(Y =y | x). To approxi-
mate P(Y | z), we generally use model P = {softmax(f(x;0)) | 0 € ©}
where f(z:0) : RP — R“. With a loss function ¢(-, -), the optimal ap-
proximation is given by softmax( f(x; 8*)) with

o) [E(P(y | ), softmax(f(x;0)))]

0" = argmin I
0cO

» Standard formulation: f(x;60) = NN(x;8), where NN(-; §) denotes a
neural network parameterised by 6.

» Logit adjustmented: f(x;0) = NN(x;0) + 7, where 7 € R is a
constant characterising a predefined class prior.

By applying logit adjustment in local training with local class priors
m., Vk € [K]|, we obtain logit adjusted federated learning (LA-FL).
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Figure 1. Objective misalignment from two perspectives.

Most previous theoretical works for heterogeneous FL are done from
the optimisation perspective (i.e. focusing on local empirical risk func-
tions), but they are not applicable for LA-FL:

= Local objective functions are not empirical risk functions anymore.

= Local objective functions are different by design, due to the
introduction of different local class priors ., Vk € | K].

We propose an unified analysis framework from the probability perspec-
tive for both the standard and logit adjusted federated formulation.

http.//sciml.se

Main theoretical takeaways

» The logit adjusted federated models does not recover the Bayes
classifier, unless the mixture distribution of local class priors is
explicitly applied to the federated model (!! privacy compromise).

= By choosing appropriate class priors, the probability misalignment of
local objectives are reduced, resulting in faster convergence
compared to the standard formulation.

 However, the faster convergence is at the cost of less informative
asymptotic federated models.

Note: All results are asymptotic behaviours of both formulation and
may reflect the predictive performances of federated models with
limited communication and computational budgets.

To adjust, or not to adjust?

Although in practice with limited communication and computation
budgets, the theoretical results may not be reflected on the predictive
performance of models directly, we can derive principles for in what
conditions federated learning may benefit from logit adjustment:

* The less computation and communication budgets are given, the
more benefits logit adjustment brings.

» The more complex the problem (model) is, the more benefits
federated learning obtain from LA.

= Partial participation benefits from LA due to the alighment of
objectives brought by LA.

 Momentum in local training is more compatible with LA-FL.
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Figure 2. Given a fixed overall computation budget with different communication
frequencies, the performances of standard and logit adjusted federated learning are
compared with FedAvg. Left: With more alighed objectives, LA-FL suffers less from
the reduction of communication compared with FL. Right: LA-FL converges much
faster than FL but the speedup is at the cost of sub-optimality.
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